# Summary on controllable text generation

## Definition

Controlled text generation refers to the process of generating text that adheres to specific constraints or desired attributes. Instead of producing random or generic text, it focuses on creating text that aligns with predefined criteria, such as sentiment, style, or topic. This involves guiding the text generation process to meet certain conditions or fulfill specific requirements.

## Types of control

### Content control

#### 1.1 Format control

Method : (1) external LLM for instruction following validation

(2) synthetic data for controllability enhancement
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#### 1.2 Specific requirement (response quality, user constraint, etc)

Method : predefined rules + prompt
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### Attribute (sentiment, tone, style, etc) control

Method : modeling the attribute-controllable generation process as a probability distribution consisting of multiple sub distributions corresponding to multiple attributes.
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